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ABSTRACT: A complete fault diagnosis system requires not onlghe identification of the various types of
abrupt and incipient faults, but also robustness aginst signal blackout due to communication channel
failure and sensor malfunctioning. The problem ofidentification of abrupt and incipient faults has been

attempted in the previous work of the correspondingauthor. Hence, the design of decision making syste
should now focus towards further improvement of reslts in the proposed framework of epistemological
decision making and to ensure that misclassificatioare not due to noise, sensor failure etc.
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. INTRODUCTION

If decision making involved in fault diagnosis i®liberated at epistemological level; then the aifm o
investigation for the Computational system undenigla decision is to acquire error-free knowledgje Thus,
the act of decision making involves conflict betwee

» The desire to obtain new knowledge by exingctinformation from data or evidence aboheé t
system or process under inquiry, and
» The desire to avoid error.

The decision making strategy adopted by théd fdiagnosis system should consider the benefiaajuiring
information versus introducing measurement efirdio system knowledge. Further, it is expedtedevise
its beliefs by judging the truth of informationaljaluable hypotheses. It should avoid rejectingpadrtant
hypotheses simply on the basis of the probghilit truth and error, and should be indifferent the truth
or error of a hypothesis it regards as imi@tionally unimportant.

. PROPOSED METHODOLOGY

In this work, decision making for fault diagnosa the DAMADICS problem has been considered unber t
framework of cognitive decision theory [2]. The djuig principle for this purpose is the premise thaational
epistemic computational system always prefers #stbn that maximizes the expected epistemictytilihe
objective here is to ascertain that the misclassifins in the results are at least not due tontlise, sensor
failure etc.

The computational decision making system contereplat set of mutually exclusive and jointly exhaugsti
possible states on the basis of all possible outsor®n the basis of decisions obtained at primawy a
secondary level stage in relation to normal, abmupd incipient fault conditions, a priori probatis are
assigned to the computational decision making systs shown in Figure 1. The system adopts a péatic
probability distribution as credence function. Hdahee epistemological decisions under evaluatiend&cisions
of adopting a particular credence function.

Since such decisions are prescriptions for howetise system’s beliefs in the light of new eviderbey are
also termed as updating policies. Updation of ciimilization of the computational decision maksygtem
leads to the possible posterior probability disttibns.
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Figure 1: Proposed Framework for Epistemological&ations

In the pursuit of acquiring error-free knowledgejséemic utility of taking a decision in a givenes@ario is
evaluated and analyzed under the framework of GiwgnDecision theory. Expected Utility Function pglin
evaluating the degree of fit between the truth #uedbelief states of the computational decisioningkystem.
Hence, in any given epistemic predicament, thatraéitive policy (i.e., epistemologically rationadtian) is
selected which maximizes the value of this function

If proposed framework is employed in fault diagsosystem, then with sufficient experience, the pseyol
methodology for perception based decision makinfgurtt diagnosis is expected to be able to diagtiosdault
correctly even at primary level with consideraltewracy. This will save considerable computati@ffdrt and
precious time. This analysis will be highly usefful fine tuning of the Primary Decision Making Pess.

This will lead to simplified perception based demismaking system as depicted in Figure 2, as coatbt
initially proposed perception based decision maldystem.
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Figure 2: Simplified Perception Based DecisiorkiMg System

lll. APPLICATION OF PROPOSED METHODOLOGY

The proposed methodology for assignment of A PRoobabilities to Computational Decision Making t&ys
is now applied on the data set considered to detradasts efficacy. Decision making steps undernitie
theory framework are discussed in this section.

For the purpose of illustration the results are mmwsidered from epistemic point of view. In thecton,
following notations have been used for sake ofibyev

N: Normal

F: Fault

A: Abrupt Fault
I: Incipient Fault

Experts’ opinion on the basis of the historicaladbtise of the plant suggests that the a priorigtitity of
occurrence of fault in a sugar plant is about 2@8d the projected reliability of primary decisioraking
system including sensors is 90%.

As the epistemic aim of investigation for the comapional system undertaking a decision is to aegairor-
free knowledge ,hence, this system will prefer Zatee positive rate so that misclassified casesatocome
into consideration even at the cost of slightlyslascuracy. Here, Receiver Operating CharactegiéROC) is
chosen for the purpose of analysis. It is alsonkmas a Relative Operating Characteristic curvabse it is a
comparison of two operating characteristics {Tresifve Rate (TPR) & False Positive Rate (FPR)}tlzes
criterion changes. ROC is way to cost/benefit asialgf diagnostic decision making and provides todelect
possibly optimal models and to discard suboptinmeso A ROC space is defined by FPR and TPR as wand
axes respectively, which depicts relative trade-dfétween true positive (benefits) and false pasifcosts).
The diagonal divides the ROC space. Points abogedihigonal represent good classification resulténtp
below the line poor results.

From (ROC) as shown in Figure 3, it may be obstthat at zero false positive rate for abrupt fguhe true
positive rate is just about 1.0.
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Figure 3: ROC for Abrupt Fault

Similarly, for incipient faults at zero false pag# rate, the true positive rate is about 0.86hamvn in Figure 4
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Figure 4: ROC fr Incipient Fault

For the entire spectrum of faults , this rate i800as shown in Figure 5.
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Figure 5: ROC for Entire Spectrum of Faults
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IV. RESULTS

This rationale is used for assigning 90% (0.90)abdlity of the proposed decision making systemug,hthe
following probabilities may be assigned at Primaeyel Decision Making System corresponding to ndramal
fault condition respectively:-

0.72
0.18

0.8*0.9
0.2*0.9

P(N)
p(F)

Also, the following probabilities may be assigned fisclassified state of operation taking intocaot the fact
that there are 10% misclassified cases among lethcategories, due to unreliability of primary demn
making system/ sensor:-

0.08
0.02

0.8*0.1
0.2*0.1

pP(N")
p(F)

At Secondary Level Decision Making System for confition of normal condition, from the results earli
obtained by authors, one case was wrongly cladsiffefaulty out of data set of twenty with miscifisation
error as 5%.Hence, the probabilities of outpuhit $stage may be assigned as:-

0.684
0.036

P(N N)
P(NF)

There are fourteen types of abrupt fault case®btite possible nineteen types of faults considerkhce, the
probability of the normal condition being classifias abrupt fault condition and the probabilityitobeing
classified as incipient fault condition can be cidted respectively as :-

0.0285
0.0075

P(NFA)
P(NFI)

Similarly, for confirmation of Fault Condition ae8ondary Level Decision Making System, the rexlitsined
earlier have an associated misclassification esfoabout 1% for abrupt fault and about 15% foriprent
faults.

0.036*14/19
0.036*5/19

The following probabilities of output may hencedssigned at this stage:-

p(FA) = 0.133
p(FI) = 0.047
p(FAA) = 0.132
p(FAN) = 0.0005
p(FAl) = 0.0005
p(FIl) = 0.040
p(FIN) = 0.0035
p(FIA) = 0.0035
p(N'A) = 0.0589
p(NAA) = 0.0583
p(NAN) = 0.0003
p(NAl) = 0.0003
p(N'l) = 0.0211
p(N'Il) = 0.0181
p(NIN) = 0.0015
p(N'IA) = 0.0015
p(F'N) = 0.019
p(F'F) = 0.001
p(FFA) = 0.0005
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p(F’FI) = 0.0005

This assignment has been depicted in Figure 6.
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Figure 6: Assignment of A priori Probabilities

V. DISCUSSION

After observing the results of fault diagnosis emputational System reassesses the degrees ef aslio
whether or not the fault diagnosis system is fuomitig properly. It decides the process of reassessin
advance and the selection of credence distributidhe event of observing normal condition or fazdhdition

(abrupt or incipient).
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